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Microscope images, 87-88, 88f
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Minkowski equation, 114
Mismatch probes, 112
Missing data, 41
Mixture models, flow cytometry and, 212-215
Model averaging, 251
Modeling assumptions, 242
Models
pathway
Bayesian networks, 245-259
Boolean networks, 242-244, 242f, 245
challenges in, 241
differential equation models, 257b-258b
dynamic Bayesian networks, 244-245
modeling assumptions, 242
network inference, 241
robust, 244
probabilistic, 72-76, 73f, 241-242
Bayesian network, 73f, 74-76
hidden Markov models (HMM), 73f, 74-76, 298, 298t
proportional hazard, 42
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Module networks, 255-256
Monty Hall problem, 18
Moore, Andrew, 80
Moore, Gordon, 47
Moore's law, 47-48
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MRI. See Magnetic resonance imaging

MS. See Mass spectrometry
Multiple hypotheses, correction for, 21, 35-36, 230t-232t, 232-233
Multiple hypothesis testing, 140, 145
correction methods, 35-36
Benjamini-Hochberg false discovery rate, 36
Bonferroni, 35
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errors, 35
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Naive Bayes algorithm, 68-69, 298, 298t
Named entity recognition (NER), 290-291, 291t
National Cancer Institute (NCI)
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annotation, 292
applications, 286-287
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NER (named entity recognition), 290-291, 291t
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Network inference, 241
Networks
Bayesian, 73-74, 73f, 245-259
in action, 255-256
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joint probability distribution, 245-248
learning signaling pathway structure from flow
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model semantics, 245-246
notation, 246-249
structure learning, 249-251
Boolean, 242-244, 242f, 245
dynamic Bayesian networks, 244-245
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Neurosphere cells, 116, 117f
Next-generation sequencing, 155-184
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alignment, 157-158
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advantages, 178
algorithms, 173-177
features of software packages, 179f
overview, 172-173
practical considerations, 177-178
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future of, 184
gene expression microarrays compared, 107
Illumina, 156, 156t
RNA-seq, 167-172
advantages, 167-168, 171-172
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approaches to identifying transcript structure, 168-170, 168 f
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transcript quantification, 170-171, 171f
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short-read mapping, 159-167
alignment programs, 166-167, 166t
characteristics of short reads, 159-160, 160f
indel alignment, 163-164
mapping output, 165-166
mapping quality/posterior probability, 162-163, $162 f$
paired-end alignment, 164-165, 165f
practical considerations, 166-167
quality score use in mapping, 163
repetitive reads, 161
scoring and filtering, 161-162
seeding, 160-161
variation detection, 180-183
copy-number variants, 180, 182
detecting large-scale variants, 182-183, 183f
detecting nucleotide-level variation, 180-182, 181f
genomic variants classified by scale, 180
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Normalization
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Null distribution, 121, 140
Null hypothesis
described, 26
test statistic and, 27
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Odds ratio, in GWAS, 129-130
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overview, 112
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two-color compared, 108
One-strand peaks, 176
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ORA. See Overrepresentation analysis
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Otsu's method for image segmentation, 94-95, 94f-95f
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Output variables, 66-67
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assessing statistical significance of pathways, 232
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tools for, 230 t
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Palette indexing, 90, 91f
PAM (prediction across microarrays), 217
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Parallelizability, of algorithms, 14-15
Parameters, 250b
Parsing, 288f-289f, 289-290
Partial differential equations, 257, 257b-258b
Partitioning algorithms, 71-72, 118-119
Part of speech tagging, 288-289, 288f
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Pathway, defined, 223-224
Pathway analysis
comparison of existing tools, 229-233, 230t-232t assessing statistical significance of pathways, 232 correction for multiple hypotheses, 230t-232t, 232-233
gene-level statistics, 230, 231t-232t
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inability to model effects of external stimulus, 236
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missing condition- and cell-specific information, 234-236
weak interpathway links, 236
functional class scoring approaches, 227-228
assessing statistical significance of pathways, 232
correction for multiple hypotheses, 230t, 232
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tools for, 231t
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assessing statistical significance of pathways, 232
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tools for, 230 t
pathway-topology-based approaches, 228-229, 232t
utility and confidence of, 236-237
Pathway-level statistics, 230, 232
Pathway models
Bayesian networks, 245-259
Boolean networks, 242-244, 242f, 245
challenges in, 241
differential equation models, 257b-258b
dynamic Bayesian networks, 244-245
modeling assumptions, 242
network inference, 241
robust, 244
Pathway-topology-based approaches, 228-229
Pattern Recognition and Machine Learning (Bishop), 79
PCA (principal component analysis), 78
PCR, quantitative (qPCR), 172-173
Peak finding, 174
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Pearson correlation, 40-41, 42f, 114-115, 115f
PEMer, 183
Peptide identification, by mass spectrometry (MS), 191-194
accurate mass and time tag (AMT) approach, 193-194
database-driven approaches, 191-193
de novo sequencing, 194-195, 195t
estimating false positives, 193
peptide modifications, 95
target-decoy approach, 193
Peptide modifications, mass spectrometry and, 95
Peptide quantitation, mass spectrometry and, 196-199
labeled, 197-198, 198f
label-free, 196-197
selected reaction monitoring (SRM), 198-199, 198f
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Perfect-match probes, 112
Performance evaluation, 53-57, 55f, 56f
Perfusion MRI, 89, 96-97
Perl programming language, 11
Permutation testing, 39, 141
Personalized medicine, 131

# This is a free sample of content from A Bioinformatics Guide for Molecular Biologists. 

Click here for more information or to buy the book.

Perturbation factor, 229
PET (positron emission tomography), 90
pFDR, 121
Pharmacogenetics, 131
Phenotypes
association with genotypes (see Genome-wide association study)
defined, 127-128
genotype-phenotype, 128-130, 128f
Pindel, 183
Pixel
bits per pixel (bpp), 85
defined, 84
pixelation, 85 f
volumetric, 91-92
PolyPhen, 150
Population mean, 22
Population stratification, 146-149, 148f
Population variance, 23
Positive predictive value (PPV), 54, 56
Positron emission tomography (PET), 90
Posterior probability, 68, 162
Power, statistical, 127-128, 141-144
PPV (positive predictive value), 54, 56
Practical Flow Cytometry (Shapiro), 200
Precision, 27, 54, 55 f
Prediction across microarrays (PAM), 217
Pred probability, 159
Pred score, 159
Preprocessing raw text, 288-290, 288f-289f
chunking and parsing, 288f-289f, 289-290
part of speech tagging, 288-289, 288f
stemming, 290
stop word removal, 290
tokenization, 288, 288 f
Primer extension, 135
Principal component analysis (PCA), 78
Probabilistic Graphical Models: Principles and Techniques (Koller and Friedman), 80
Probabilistic modeling, defined, 72
Probabilistic models, 72-76, 73f, 241-242
Bayesian network, 73f, 74-76
hidden Markov models (HMM), 73f, 74-76, 298, 298t
Probability
Bayes' Rule, 20-21
conditional, 18, 20, 68
described, 17-21
emission, 75
expectation, 21
joint, 19-20
Monty Hall problem, 18
notation, 18
posterior, 68, 162
transition, 75
Probability distribution, 213b-214b
Probes, for genotype calling, 135-136
Processors, 8, 8t, 9

Programming language
choosing best suited, 15
described, 9, 11
effect on running time, 12
object-oriented, 11
Programs
control flow in, 10
described, 9-11
for distributed systems, 9
ease of implementation, 15
executing, 8-9
functions and, 9
variables and, 10
Proof-of-principle, 2
Proportional hazard models, 42
Prostate cancer, meta-analysis of, 266, 268, 268 f
Protein identification, by mass spectrometry (MS), 195-196
false positives, 195-196
one peptide mapped to many proteins, 196
Proteins
mass spectrometry (MS) of
peptide identification, 191-194
peptide quantitation, 196-199
protein identification, 195-196
protein quantitation, 199
variations in, 188
Proteomics, 187-219
flow cytometry, 188-218
mass spectrometry (MS), 188-199
reasons for studying, 187
Proton, in MRI, 89
PubMed, 288
$p$ value
interpretation of, 27
multiple-testing correction, 35-36
significant, 25
$t$ distribution and, 29
Pyrophosphates, 156
Pyrosequencing, 156
Python programming language, $9,11,15,79$

## Q

QPALMA, 169, 170, 171t
qPCR (quantitative PCR), 172-173
qRT-PCR (quantitative real-time-polymerase chain reaction), 108
Quadratic algorithm, 13
Quality score, 159, 162-163, 162f
Quantile normalization, 113
Quantile-quantile (QQ) plot, 148, 148f
Quantitative PCR (qPCR), 172-173
Quantitative real-time-polymerase chain reaction (qRT-PCR), 108
QuEST, 178, 179f
Question, formulation of, 25-26
$q$ value, 36-37
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Raf, 242f, 243-244, 246-252, 247f, 253b-254b
Random forests algorithm, 298, 298t
Random start, 251
Rank Product (RP) method, 122
Read length, 155-156, 156t
Reads
overlapping, 169
pairs of reads, 180
short-read mapping, 159-167
Recall, 54
Receiver operating characteristic curves (ROC), 56-57, 56f
Recombination
linkage disequilibrium and, 133
number per meiosis, 133
Reference panel, 143
Reference transcriptome, 168
Region finding, 174
Regression, example of, 63, 63f
Regression task, 50, 57
Regression tree, 71
Regulation of actin cytoskeleton pathway, 235
Representation of differential gene expression data, 263-265, 264f, 278-279
Reproducibility, statistical hypothesis testing and, 25
Resampling methods
bootstrapping, 38
jackknifing, 38-39
permutation testing, 39
Resolution, 84, 84f, 90
Reusability, in computer science, 11
RGB image, 85, 87 f
RMA (Robust Multiarray Analysis) model, 113-114
RNA-seq, 167-172
advantages, 167-168, 171-172
applications, $167-168$
approaches to identifying transcript structure, 168-170, 168f
with reference genome, 168-169, 168 f
without reference genome, 169-170
overview, 167-168
transcript quantification, 170-171, 171f
Robust, 244
Robust Multiarray Analysis (RMA) model, 113-114
ROC (receiver operating characteristic curves), 56-57, 56f
Root mean square error, 57
Root nodes, 246
RPKM, 170
RP (Rank Product) method, 122
R programming language, $9,11,113,203,261,265$
Bioconductor, 113, 265, 266
GEOquery, 266, 271-272
machine language algorithms, 79
programming exercise, 278-281
finding the data, 278
formulating a question, 278
integrating findings, 279
interpreting findings, 279
programming solution, 280
representation of differential gene expression, 278-279
Running time analysis of the algorithm, 12-13
RxNORM, 293, 294t

## S

SAM (Significance Analysis of Microarrays), 120-122, 270, 270f, 277
SAM file format, 165-166
Sample mean, 21, 22
Samples, independent, 64
SAMtools, 166, 182
Sanger, Fred, 155
Sanger sequencing, 155
Scikit-learn, 79
Scoring, Bayesian, 249-250, 250b
Search
greedy random, 250
heuristic, 250
Seed, 160
Seeding, 160-161
Seed matches, 161
Segmentation. See Image segmentation
Selected reaction monitoring (SRM), 198-199, 198f
Self-organizing maps (SOMs), 120
Self-self hybridization, 110
Semisupervised clustering methods, 117-120, 119f
Semisupervised learning, 51, 52 f
Sensitivity, 54-57, 55f, 56f, 244
Sequencers, DNA, 155
SEQUEST algorithm, 191-192, 192b
Sex chromosomes, 126
Shifting, ChIP-seq reads, 174-175, 175f
SHOGUN Machine Learning Toolbox, 79
Short Oligonucleotide Analysis Package (SOAP), 166, 166t
Short-read mapping, 159-167
alignment programs, 166-167, 166t
characteristics of short reads, 159-160, 160 f
indel alignment, 163-164
mapping output, 165-166
mapping quality/posterior probability, 162-163, 162 f
paired-end alignment, 164-165, 165f
practical considerations, 166-167
quality score use in mapping, 163
repetitive reads, 161
scoring and filtering, 161-162
seeding, 160-161
SIFT (sorting intolerant from tolerant), 150
Signaling pathway, learning structure from flow cytometry data, 256

Signal shifting, 174-175, 175f
Significance
error and, 35
experiment-wide level, 35
Significance Analysis of Microarrays (SAM), 120-122, 270, 270f, 277
Significant, 25
SILAC (stable isotope labeling by amino acids in cell culture), 198
Silhouette plot, 118-119, 119f
Single-nucleotide polymorphisms (SNPs)
in cluster plot, 136-137, 136f
cost of SNP genotyping, 132
defined, 126
eye color and, 126, 127 f
genotype imputation, 142-143, 143f
GWAS, 130-137, 134f, 144-146
interpreting genetic associations, 144-145
linkage disequilibrium and, 132-133, 134f
number in human genome, 132
small effect sizes, 131
tag, 133
Skew, 22, 24, 24f
Sliding window, 173-174
Smoothing, 173-174, 173f
SNOMED-CT (systematized nomenclature of medical terminologies-clinical terms), 293, 294t
SNP caller, 182
SNP genotyping, 180
SNPs. See Single-nucleotide polymorphisms
SNVMix, 182
SOAP (Short Oligonucleotide Analysis Package), 166, 166 t
SOMs (self-organizing maps), 120
Space complexity analysis, 13-14
SPADE, 218
Spatial transformation, 100-101
Spearman rank correlation, 41, 42f, 114-115
Specificity, 54-57, 55f, 56f
Spectral resolution, 206
Split-read alignment, 168-169, 168f
Square errors criterion, 118
SRM (selected reaction monitoring), 198-199, 198f
SSAHA2 (sequence search and alignment by hashing algorithm), 166t, 167
SSD (sum of squared differences), 101-102
Standard deviation, 23-24
State of the process, 75
Statistical analysis of data, 25-39
Statistical approaches to data interpretation, 120-122, 121t
Statistical hypothesis testing, 25-28
multiple hypothesis testing, 34-36
steps in, 25-28
assumptions, 26
interpretation, 27-28
null hypothesis, 26
simple question, 25-26
summarizing data to test the statistic, 26-27
testing the hypothesis, 27
Statistically independent, 139
Statistical power of a study, 127-128
improving, 141-144
Statistical significance
described, 130
of pathways, 232
Statistical tests
on categorical data, 31-33
on continuous data, 28-30
Statistics
bias, 23
descriptive, 21-24
of dispersion, 22
of location, 22
nonparametric, 30
odd ratios, 37b-38b
$q$ value, 36-37
resampling methods, 38-39
summary, 22
variance, 22-23
Stemming, 290
Stop word removal, 290
Storage
constant-time, 14
linear time, 14
space complexity and, 13-14
Storey, J.D., 121
Structural MRI, 89
Student's $t$-test, 29
Study sample, 142
Subtractive color mixing, 85
Summary statistics, 22
Sum of squared differences (SSD), 101-102
Supervised learning, 50, 52-53, 52f
Supervised learning algorithms, 67-72
decision tree, 71-72, 71f
$k$-nearest neighbors, 67-68
linear classification, 69-70
naive Bayes, 68-69
partitioning, 71-72
regression tree, 71
Support vector machines (SVM) algorithm, 70, 298, 298t
SVDetect, 183
Systematized nomenclature of medical terminologies-clinical terms (SNOMED-CT), 293, 294t

## T

Tag SNPs, 133
Target-decoy approach, 193
$t$ distribution, 28-30, 28f, 30f
Test error, 63-64, 63f

Testing error, 58-59
Test of statistical independence, 139
Test set, 58-61, 59f
Test statistic, 139-141
$\chi^{2}, 32$
described, 26-27
t, 28-30
in tests on continuous data, 28-30
Text. See Biomedical text
1000 Genomes Project, 142
Tibshirani, Robert, 79
Tokenization, 288, 288 f
TopHat, 169, 170-171, 171t
Training error, 58-59, 63-64, 63f
Training phase, of machine learning algorithm, 50
Training set, 58-61, 59f, 62-64
feature selection and, 66
multiple, 72
Trans-ABySS, 171, 171t
Transcription factor, binding to promoter, 258, 258b
Transformation, 100-101
affine, 101
nonrigid (elastic), 101
rigid, 100-101
Transformation of data, 207, 207f
Transition probabilities, 75
tRMA method, 114
True negative, 54, 55f
True positive, 53, 55f
$t$ statistic, 28-30
$t$-test, 29, 110, 120-122
Tukey method, 36
Two-color microarrays
MA plots, 111, 111b
one-color compared, 108
overview, 109-110
preprocessing and normalization, $110-111,111 \mathrm{f}$
Type 1 error, 35, 120-121, 121t, 140
Type 2 error, 35

## U

Unified medical language system (UMLS), 293, 294t-295t
Unsupervised clustering methods, 115-117, 116f-117f
Unsupervised learning algorithms, 76-78
dimensionality reduction, 78
hierarchical clustering, 77
$k$-means clustering, 77-78
Unsupervised learning tasks, 51, 52f, 53

## V

Variability, measures of
ANOVA, 30
F distribution, 30
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$t$ statistic, 30
variance, 23
Variable
described, 10
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sensitivity, 244
Variance
bias and, 23
covariance, 40
described, 22-23
population, 23
sample, 23, 27
standard deviation, 23-24
VariationHunter, 183
Velvet, 171, 171t
Visualization, 43-44, 44f
Volex, 91-92
v-structure, 252-253

## W

Water, heavy, 198
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Weka (program), 79
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